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DIFFERENCE METHODS FOR INFINITE SYSTEMS
OF HYPERBOLIC FUNCTIONAL DIFFERENTIAL
EQUATIONS ON THE HAAR PYRAMID

Abstract. We consider the Cauchy problem for infinite system of differential functional
equations
Orzi(t,x) = fi(t,x, z,0-2K(t,x)), k € N.

In the paper we consider a general class of difference methods for this problem. We
prove the convergence of methods under the assumptions that given functions satisfy the
nonlinear estimates of the Perron type with respect to functional variables. The proof is
based on functional difference inequalities. We constructed the Euler method as an example
of difference method.
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1. INTRODUCTION

For any metric spaces X and Y we denote by C(X,Y) the class of all continuous
functions from X into Y. Let N and Z denote the sets of natural numbers and
integers respectively. Denote by S the set of all real sequences p = (pi)ren. For

P = (Pr)ren € 8, P = (Pr)ren € S we write [p| = (|px|)ren and p < p if pr < Py
for k € N. For p™ = ( ;(gm))keN € 8 m e N and p = (pr)ken € S we put
lim p™ = p if mliinoopém) = py, for all k € N. Let E be the Haar pyramid

m—00

E={(t,x) e R"": t€[0,a), z € [-b+ Mt, b— Mt]}
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where a > 0,0 = (b1,...,by), M = (My,...,M,) € R}, Ry = [0,+00) and b; > M;a,
i=1,...,n. Write

E; = (([~r0,0] x [=b,0]) UE) N ([-r0,t] x R"), 0<t<a,

and
Sy = [=b,b] for t € [-19,0], S, =[-b+ Mt, b— Mt] for t € (0,a),

where 19 € Ry. Let Q = E x C(Ey U E,8°) x R™ and suppose that f: Q — S,
f = (fx)ren, and @: Ey — 8 are given functions. For a function z: EgUE — S8,
2z = (2k)keN, and for a point (¢,z) € E we write

3tz(t,x) = (atZk(t,l'))keN, f(taxa 2 amz(tvx)) = (fk(taxa 2 amZk(t,I)))keN
where 0,z = (0g, 2k, - - -, Oz, 2k), k € N. We consider the Cauchy problem

Oz(t,x) = f(t,x,2,0.2(t, ), (1)
z(t,x) = ¢(t,x) on Ey. (2)

A function u: Eg U E — 8%, u = (uk)keN, is called a classical solution of problem

(1), @) if:
(i) wuy is continuous on Ey U E and it is class C! on E for all k € N,

(ii) w satisfies (1) on F and initial condition (2) holds.

The function f: Q — S is said to satisfy the Volterra condition if for each (¢,x) € E,
qg=(q1,--.,qn) € R™ and for z, Z € C(Ey U E,8) such that z(r,s) = zZ(r,s) on
E; we have f(t,x,z,q) = f(t,z,z,q). Note that the Volterra condition means that
the value of f at the point (¢,x,z,q) depends on (¢,x,q) and on the restriction of
z to the set E;. We assume that f satisfies the Volterra condition and we consider
classical solutions of (1), (2).

A review of existence results for hyperbolic differential functional equations is
given in [2]. Infinite systems of hyperbolic functional inequalities and conditions on
uniqueness of classical solutions of problem (1), (2) are considered in [3].

In this paper we give a theorem on the convergence of the general one-step
difference methods for the problem (1), (2). It is a generalization of the methods
used in [4] and [5] on the case of infinite systems of differential functional equations.

2. FUNCTIONAL DIFFERENCE PROBLEMS

We formulate a difference problem corresponding to (1), (2). We denote by F(A, B)
the class of all functions defined on A and taking values in B, where A and B
are arbitrary sets. For z, z € R", © = (z1,...,%,), T = (T1,...,Tn), We write
xxT = (x1Z1,...,TnTy). We define a mesh on the set Ey U E in the following way.



Difference methods for infinite systems. . . 87

Suppose that (hg, h') = (ho, h1,. .., hy) stand for steps of the mesh. For h = (hg, h')
and (i,m) € Z'*" where m = (my1, ..., m,) we define nodal points as follows:

£ = tho, (M = (scgml), . m(m”)) =m=xh.

rrn

Denote by A the set of all h = (ho,h'), h; > 0, 0 < i < n, such that there are
N = (Ny,...,N,) € N* Ny € Z with the properties: Nohg = 19 and N xh' =b. We
assume that A # () and that there is a sequence {h9)}, h9) € A, and lim;_ o A7) = 0.

Let us fix h € A. There is Ny € N such that Nohg < a < (Ng + 1)hg. Let
Ryt = {(t(i),x(m)): (i,m) € Z1+"}

and Eyp = Eg N R%ﬁ'”, E,=FEnN R%ﬁ'”. We assume that h' < hoM. For a function
2: Eg hbUE), — 8% or for a function z: EygUE — S we write z(6™) = 2 (t(i),x(m)).
Put

Eip= {(t(j),l'(m)) e FEpphUER:j< Z} .

and

E, = {(t(i),x(m)) € By: (19 + ho,a'™) € Eh}'

The motivation for the definition of the set E} is the following. Approximate solutions
of problem (1), (2) are functions uj defined on Ej. We will write a difference system
generated by (1) at each point of the set Ej. It follows from condition A’ < hoM
that we calculate all the values of u; on Ej,.

For 1 <j < n we write ¢; = (0,...,0,1,0,...,0) € R™, 1 standing on j-th place.
We define the difference operators dg, 6 = (d1,...,0,) in the following way:

50w(z,m) _ h_o (w(z-‘rl,m) _ w(z,m)) , (3)
5w = 7 (w(””) - w(“m_ef)) for 1 <j <k, 4)
J
6jw(”m) =5 (w(”erEf) — w(“m)) for k +1 <75 <mn, (5)
J

where 1 < x < n is a fixed natural number and w: Eyp U B, — R. Let Q) =
= E} xF(Ey, UE, 8) x R" and suppose that f,: Qp — S, fr = (fa.r)ken, and
wn: Ey.p — 8 are given functions. For a point (t(i),x(m)) € E; we define

Fozthm) = (502577”))%1\:’ In (t(i)afﬂ(m)vzv‘sz(i’m)) - (fh-k(t(i)w(m%Zv&iim)))keN'
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We will approximate solutions of problem (1), (2) by means of solutions of the
problem

602(7;77”) = fh (t(Z)>x(m)7 2, 52(177”)) ’ (6)
LEm) — (pgf’m) on Fop (7)

where z = (zi)ren. The function f; is said to satisfy the Volterra condition if for
each (t¥,z(M) € E} g€ R" and for z, Z € F(Ey U E,, 8) such that z = Z on
E;j, we have fi,(t9, 2™ 2, q) = f, (), 2™, 2, q).

If f5, satisfies the Volterra condition then relation A’ < hoM implies that there
exists exactly one solution up: Eyp U Ep — 8 of problem (6), (7).

We formulate general conditions for the convergence of the method (6), (7). Let
I=10,a) and

I, ={tY:0<i< Ny}, I = I\ {t N}, Iy = {tD: — Ny <i <0}

For w € F(Ip.p, U Ij,S®) we write w® = w(t(®).
Now we formulate the main assumptions on f;. First we introduce the following
one.

Assumption H [0,]. Suppose that oy: I} x F(lp, U I, 8) — S where
S ={p=(pr)ken € S*: p >0, k € N}, and oy, satisfies the conditions:

1) oy, is nondecreasing with respect to the functional variable and fulfils the Volterra
condition;

2) on(t,0n) = 0 for t € I, where 0,(? =0 for —Ny < i < Ny and the difference
problem

ntY = 9@ 4 hooy, (t(i)m) for 0 <i < Ny —1, (8)
n(i):Ofor — Ny <i<O, (9)
is stable in the following sense: if 7, is a solution of the problem
7 = @ 4 hooy, (t(i), 77) + hoy(h) for 0<i<Ny-—1, (10)
N =ag(h) for —Ny<i<O0 (11)

where v, ag: A — 8 and lim,_oy(h) = 0, limy_oag(h) = 0, then there
exists a function f: A — 8% such that 77,(;) < B(h) for 0 < i < Ny and
limy, 0 B(h) = 0.

In the sequel we will need the following operator

Vi: F(Eo,h U Eh,SOO) — F(Io,h U I}“Sf).
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If z: Egph UER — 8, 2z = (Zk)keNa then Vjz = (thk)keN and

(Vizp) (D) = max{

Z’(j’m)‘ : (t(i),l‘(m)) € EopU Eh}, 7N0 <1< Np.
Assumption H [fn,0p]. Suppose that f, = (frx)ren satisfies the Volterra

condition and:

1) the derivatives Oy fnx = (Ogy frs-- -, Og, frk) exist on Qp and 9y fri(t, 2, 2,-)
€ C(R™, R") where k € N;

2) the estimates
aq]fhk(P)SO for 1§]§/§;7 aqgfhk(P)ZO for H+1§]§n

and
n

1
1—hoy 7 |y, fnr(P)| >0,
J

j=1
are satisfied for P = (¢,z,2,q) € Qn, h € A, k € N;
3) Assumption H [o}] is satisfied and

|[fn(t,z,2,q) — fr(t,x, 2,q)| <on(t,Va(z—2)) on Q. (12)
Now we formulate a general theorem on the convergence of the method (6), (7).

Theorem 1. Suppose that for all h € A Assumption H [f, on] is satisfied and:

1) the function up: EopUER, — S8 is a solution of problem (6), (7) and there exists
ag: A — S such that pBm) <p,(f’m) < ag(h) on Eyp and limp_g ag(h) = 0;

2) the function v: Eg UE — 8% is a classical solution of problem (1), (2);
3) there exists a function B: A — 89° such that

fh(t(i),x(m),vh,év,ii’m)) ff(t(i),x(m),v,dvl(:’m)) §B(h) on Ej, (13)

and limy,_g B(h) = 0 where vy is the restriction of the function v to the set
EopUE.

Then there exists a function ¥: A — S8° such that

ugj’m) — v(i’m)’ <A(h) on Ep, and Agrb:y(h) =0. (14)

Proof. Let the function I'y: Ej — 8, I'y, = (I'h.k)ken, be defined by

’Ul(j+1’m) = ’Ul(j’m) + hofh.k (t(i),x(m),vh,évlii’m)) + hol“,(f_’;”) on E;L
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It follows from (13) that there exists a function v: A — 8%, v = (&)ren, such that
’F,(f’m)’ < 7(h) on Ej and lim,_~(h) = 0. We define wy,: I, — S° by

wp, = Vi (vn — up)
We prove that wy, satisfies the difference functional inequality
W <0 4 hooy (D, wy) + hoy(R), 0<i< No—1. (15)

The following estimates hold for (¢t z(™)) € E},

‘(Uj —up )T <
< (U] — Uhp. )(%m + h() |:fhj (t(l)a ‘T(m)a Uh, 6,1}@77" ) fh (t( 2 Uh7 6u(1 e ):| ’ +
ho | fug (40,2 o, 80l = g (6,20 6u<“">>\ + ho; (h) =

im i,m 1 i,m iym—e
= ‘(vj—uhij)(’ )+hOZaQufh-j(PiS,.j ))h—[( —un ;)™ = (v — up ) )+

v=1

Zm 1 1, Mm-—re im
o Z Ou I (P ))h_[(vjfu PO — (0 = up ) )]’Jr

v=r-+1
+hoonj (D, wp) + hoyi(h), jEN

where P,Ef;-m) € Qy, are intermediate points. It follows from condition 2) of Assump-
tions H [f}, on] that

‘(Uj - uh_j)(i+17m)’ <
Y
v=1

aqufha Zm))’ + hoon. ( ()7wh) + hovj(h) <

im 7,m 1
< |(vy — uny) ™ Oa, i (P ))’h— +

+ho whj Z
< W/S)] + hoonj(tP,wh) + hovj(h), j€N.

The above estimates imply (15). It follows that the initial inequality w( R < ag(h),
—Np <1 <0, holds.
Let np,: Inpn Ul — ST° be the solution of (10), (11). It follows from Assumption
H [0}] that w,(f) < 77,(:) on I. Now we obtain the assertion of Theorem 1 from the
stability of problem (8), (9). O
In Theorem 1 we have assumed that the functions

signdy fr.x(P) = (signaq1 frk(P),...,signd,, fh,k(P))7 k€N,
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are constant on €. This condition can be omited if we define difference operators
00, 0 = (01,...,0,) in the following way:

) 1 . 1 < ) )
(¢,m) _ — (i+1,m) _ _~ (i,m+ej) (i,m—e;)
dow = 7 w o J_Zl(w +w ) (16)
and )
w(m) — _( (ime;) _ o (im—e;) <i<
djw o, w i) —w g ), 1<j<n, (17)

where w: Epp U Ep, — R. Consider the difference method (6), (7) with the above
given &g and 4.

Assumption H [f},, 03]. Suppose that the functions f;, and o, satisfy conditions
1) and 3) of Assumption H [fj,, 0] and

1
1= nho7= |0, fnk(t:2,2,9) =20 on
J
where 1 < j <n, ke N.
Theorem 2. Suppose that for all h € A Assumption I:I[fh, oy) is satisfied and:
1) the function up: Eop U Ep, — 8% is a solution of problem (6), (7) with 6y and &
given by (16), (17), there exists ag: A — S3° such that ‘go(i’m) - <p,(f’m) < ag(h)
on Eyp and limp o ap(h) = 0;
2) the function v: Eg UE — 8% is a classical solution of problem (1), (2);

3) there exists a function 3: A — S such that estimate (13) is satisfied and
limy, 0 3(h) = 0.

Then there exists a function ¥: A — S3° such that conditions (14) are satisfied.
Proof. Let the function I'y,: Ej — 8%, I'), = (I'h.k)keN, be defined by
; L N[ (iimete; e
i+1,m (i,m—+e;) (i,m—ej)
v,(C ) = o Z (vk + vy, ) +
+ oS (19,20, 04, 50 ™) + ho T on By

It follows from (13) that there exists a function v: A — §%°, v = (7 )ren, such that
’F,(f’m)’ < v(h) on E} and limp_o7y(h) = 0. If 2, = vp, — up, 2n = (2h.k)ken and

wp, = Vi(zp) then the following inequalities are true on Ej,

(i+1,m) 1 = ( (iymtey) (i,m—e;)
’Zh.k ’ < %Z (Zh.k Ttz )JF
1
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7,m 1 i,m-+e; im—e.
+h028qgfhk( )) T [Zl(zk ) ) ’)} +
J

+hoonk(tD,wh) 4+ hoye(h) =

fi Zzhzlzn-i-ej (1+nh0 Oy fhk( (lm)>)+

" zm e 1 i,m i
+ E 2y, ’)( - ﬂhOFaquh.k ( ;1_’k )) ) + hoon i (tD,wh) + hoyi(h) <
j=1 J

< w,(f)k + hooni (D, wp) + hoy(h), k€N

where QE;,T ) € Q, are intermediate points. Thus
(z+1) < w,i) + hoonk(t,wp) + how(h), k€N

and the assertion of Theorem 2 follows in this same way as in the proof of Theorem 1.
O

3. THE EXAMPLE OF THE DIFFERENCE SCHEME

Now we assume that ' = hoM and we consider functional differential problem (1),
(2) and the difference system

5ozl = ¢ (t(i)7x(m)7ThZ75Z(i7m)) : (18)

with the initial condition

i,m) _ (i,m)

2 o™ on Egp (19)

where z = (Zk)keN> Thz = (Thzk)keN and Ty : F(Eo,h U Eh,R) — C(Eo U E,R) is
the interpolating operator given in [1]. The operators dg, 0 are defined by (3)—(5)
where 1 < k < n is given integer.

We will need the following operator V: C(Ey U E,58%) — C([-r9,a),S8).
If ze C(EyUE,8%), z = (zk)ken then Vz = (Vzi)ren and

(Vzi)(t) = max{|zx(t,2)| : (t,2) € EUE}, —rg <t <a, k€ N.

Assumption H [f, o]. Suppose that the function f: Q@ — S*, f = (fi)kenN, is
continuous, it satisfies the Volterra condition and:

1) there exists a continuous function o: Ry x C([—79,a),S°) — ST° such that:

(i) o is nondecreasing with respect to both variables, satisfies the Volterra
condition and o(t,60) = 0 for t € R, where 6(t) = 0 on [—rg,a),
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(ii) the problem
W(t) =0o(t,w), w(t)=0 on [—7r,0]

is stable and @(¢) = 0 for t € Ry is the maximum solution of it;

2) for (t,x,q) € Ex R", z, 2 € C(Ey U E,S8%) we have

3) the derivatives Oyfr = (Og, frs.--,0q, fx) exist on Q and 0,fi(t,z,2,-) €
€ C(R", R"™) where k € N;

4) the estimates
n

1
1—hozF |0, fu(P)| >0 (21)
j=1""
and
0g; [(P) <0 for 1 <j <k, (22)
g fu(P) >0 fors+1<j<n (23)

are satisfied for P = (t,z,2,q9) € 2, h € A and k € N.
Theorem 3. Suppose that Assumption H [f, o] is satisfied and:

1) for h € A the function up: Egp, U Ep, — S8 is a solution of problem (18), (19)
with do, § given by (3)—(5);

2) v: EgUE — 8%, v = (vp)ren, 45 a solution of (1), (2), vy is of class C' on
EyUE and it is of class C? on E for all k € N;

3) the derivatives of the second order of vy, are bounded on E, k € N;

4) there exists a function ag: A — S such that ’apgf’m) — M| < ag(h) on Eop
and limy, o ag(h) = 0.

Then there is a number 9 > 0 and a function 7: A — S$° such that we have for
|hl <eo
uEf’m) - v(i’m)’ <A(h) on Ej (24)

and limy_o%(h) = 0.
Proof. We prove that the function
fh(t,I,Z, ):f(t,l'7ThZ,q), (tvazﬂ) EQha

satisfies all the assumptions of Theorem 1.
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Let Lp,: F(Ip.p Uy, 8>®) — C([—ro,a),S8) be the operator given for n: Iy p U
Ul — 8%, 1 = (k) kens by Lng = (Lo )ven and

it —t® i t — ¢() ) )
(Lngmie)(t) = iV i nt? (1 - —) for t0) < ¢ < $(+D

ho
where —No <7< Nyg—1 and
(L) () = (Lpgmie) (N for ¢V <t < .
Define oy, : I, x F(Io.p, U I, S3°) — S$° by
on(t,w) = o(t, Lp,w). (25)
Assumption (20) implies the estimates

‘fh(tavaaQ) - fh(t,l',é, q)| = |f(t,I,ThZ,q) - f(t,‘T,ThZ, q)‘ S
<o(t,V(Thz — Thz)) = on(t, Va(z — 2)) on Q,

which proves condition (12). It follows that the consistency condition (13) is satisfied
(see Lemma 3.5 in [1]). We prove that the difference problem

) = 9@ L hooy (89, n) for 0<i< Ny—1, (26)

N =0 for —Ny<i<O, (27)

is stable in the sense of Assumption H [o,]. Let ny,: Io., Uy — S3° be a solution of
problem

7Y =@ 4 hoon (8, n) + hoy(R) for 0 <i< Ny —1, (28)

7% = ag(h) for — Ny <i<O0, (29)

where v, ag: A — §3° and limj, ¢ y(h) = 0, limj_o ag(h) = 0. The above problem
is equivalent to

0D =0 4 hoo(t', Lngn) + hoy(h) for 0 <i < No—1, (30)
7D = ag(h) for — Ny <i<O0. (31)

Let wy: [=r0,a) = 8, wh = (Wh.k)keN, be the maximum solution of the problem
W'(t) =o(t,w) +7(h), w(t)=ae(h) fort e [-ry,0].
There exists 9 > 0 such that the solution wy, is defined on [0,a) for |h| < &¢ and

Ilin}) wp(t) = 0 uniformly on [0,a).
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The functions wy g, k € N, are convex on [0, a), therefore we have
w,(fﬂ) > w,(f) + hoo (t(i),wh) + hoy(h) for 0 <i< Ng—1.

Since 7y, satisfies conditions (30), (31) and ng) = w,(f), —Np < i <0 then we have

n,(li) < wﬁj) for 0 < ¢ < Ny, which completes the proof of the stability of problem

(26), (27). It follows from Theorem 1 that there is 7: A — S$° such that estimation
(24) is satisfied and limy 04 (h) = 0. This proves the Theorem 3. O

Now we consider the equation 18 with the initial condition 19 where the operators
00, 6 = (01,...,0,) are given by (16), (17).

Assumption H’ [f,o]. Suppose that conditions 1)-3) of Assumption H [f, 0]
are satisfied and the estimates

1

1— nhoh— laquk(t,nmz,q)’ >0, for1<j<n, keN, heA, (32)
J

hold on €.

Theorem 4. Suppose that Assumption H’ [f, o] is satisfied and:

1) the function up: Eop U Ep — 8™ is a solution of problem (18), (19) with dg, &
given by (16), (17);

2) conditions 2)-4) of Theorem 3 hold.

Then there is a number €9 > 0 and a function y: A — S° such that we have for
|h| <eo
u,(f’m) — o™ <5(h) on Ej (33)

and limy, o y(h) = 0.

The proof of the above Theorem is analogous to Theorem 3. Details are omitted.
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